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Abstract— It is a common phenomenon that some personnel leave an organization after completing a certain period of services to that organization voluntarily or involuntarily due to death, retirement or termination. It usually happen that whenever the policy decisions regarding promotion and target of work or sales to be achieved are revised, there will be exit of personnel, which in other words called the attrition or wastage. In any organization like marketing, industrial, software, the depletion of manpower due to policy decisions is quite common. This results in manpower attrition and then recruitment becomes necessary. Frequent recruitment is not advisable due to the cost of the same. Hence recruitment is postponed till a point called the breakdown point of total depletion beyond which the normal activities cannot be continued due to shortage of manpower. This level of allowable manpower attrition is called threshold. In this paper a Stochastic model to determine expected time to recruitment with three sources of depletion of manpower attrition under correlated interarrival times has been derived. It provides the optimal solution because; it takes into consideration the cost of frequent recruitments, depletion of manpower and the cost of shortage of manpower. The Stochastic model discussed in the paper is not only applicable to industry as a whole but also in a wider context of other applicable areas.
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I. INTRODUCTION

In any organization it usually happens that whenever the policy decisions regarding pay, perquisites, promotion and targets of work or sales to be achieved are revised then there will be exit of personnel, which in other words is called the wastage. The concept of wastage is dealt in details by Barthlomew (1982). In the case of wastages has following i.i.d random variables and the threshold level of wastage being a random variable, the expected time to recruitment has already been derived by Sathiyamoorthi and Elangovan (1998). It is a common phenomenon that some personnel leave an organization after completing a certain period of services to that organization voluntarily or involuntarily due to death, retirement or termination. It usually happen that whenever the policy decisions regarding promotion and target of work or sales to be achieved are revised, then, there will be exit of personnel, which in other words called the attrition or wastage. In any organization like marketing, industrial, software, the depletion of manpower due to policy decisions is quite common. This results in manpower attrition and then recruitment becomes necessary. Frequent recruitment is not advisable due to the cost of the same. Hence recruitment is postponed till a point called the breakdown point of total depletion beyond which the normal activities cannot be continued due to shortage of manpower. This level of allowable manpower attrition is called threshold. In this Chapter a Stochastic model to determine expected time to recruitment with three sources of depletion of manpower attrition under correlated interarrival times has been derived using the result of Gurland (1955) and Esary et al., (1973). Some quite interesting results cited in the recent literature by Arulpavai and Elangovan (2012, 2013). It provides the optimal solution because; it takes into consideration the cost of frequent recruitments, depletion of manpower and the cost of shortage of manpower. The Stochastic model discussed in the Chapter is not only applicable to industry as a whole but also in a wider context of other applicable areas.

II. ASSUMPTION

• The depletion of manpower occurs whenever the policy decisions are announced.
• The interarrival times between decision epochs are random variables are constantly correlated and exchangeable but not independent.
• The depletion of manpower also occurs due to transfer of personnel and the interarrival times between successive epochs of transfer are i.i.d random variables having exponential distribution with parameter $\lambda$.
• The total depletion due to the above three assumptions crosses the threshold which itself is a random variable, recruitment becomes necessary.
• The three types of depletion are linear and additive.
III. NOTATIONS

i. $X_i$ - a continuous random variable representing the amount of depletion of man hours due to the $i^{th}$ epoch of policy decisions having exponential distribution with parameter $\alpha$.

- $Y_j$ – a continuous random variable representing the amount of depletion of man hours due to the $j^{th}$ event of transfer of personnel having exponential distribution with parameter $\mu$.

- $Z_n$ – a continuous random variable representing the amount of depletion of man hours due to the $n^{th}$ event of transfer of personnel having exponential distribution parameter denoted as $\eta$.

- $h$ – Probability density function of $X_i$, $k$ – Probability density function of $Y_i$ and $m$ – Probability density function of $Z_n$

- $U_i$ – Random variable denoting the interarrival times between the successive decision epochs. The $ui$’s are constantly correlated with exponential distribution with parameter $\alpha$.

- $V_j$ – Random variable representing the interarrival times between the successive epochs of transfer. $vj$’s are i.i.d. random variable with exponential distribution with parameter $\lambda$.

- $W_n$ – Random variable representing the interarrival times between the successive epochs of transfer of $n^{th}$ event with parameter $\beta$.

- $\bar{X} = X_1 + X_2 + X_3 + ... + X_m$ , $\bar{Y} = Y_1 + Y_2 + Y_3 + ... + Y_m$ an $\bar{Z} = Z_1 + Z_2 + Z_3 + ... + Z_m$

- $L(t) = P(T < t) = c.d.f of the time to recruitment of the system.$

- $S$ = Survivor function $P(T > t)$

- $L^*(S) = Laplace transform of h(.)$, $k^*(.) = Laplace transform of k(.)$, $\phi^*(.) = Laplace transform of \phi(.)$

- $f(.) = p.d.f. of u_i$, $g(.) = p.d.f. of v_i$ and $s(.) = p.d.f. of w_n$

The probability that the total depletion of manpower on ”$m$” occasions of decision making and “$n$” and “q” occasions of transfer of personnel does not exceed the threshold level is given as,

$$P[\bar{X} + \bar{Y} + \bar{Z} < A] = \int \frac{c}{e^{-cA}} da$$

$$= \int \frac{c}{e^{-cA}} da$$

$$= C Q^*_X + \bar{Y} + \bar{Z} (c)$$

But we know that

$$F^*_m(s) = \frac{1}{s} f^*_m(s) \quad G^*_n(s) = \frac{1}{s} g^*_n(s) \quad S^*_q(s) = \frac{1}{s} s^*_q(s)$$

But we know that

$$= \frac{q^*_x(c)}{q^*_y(c) q^*_z(c)}$$

$$= \left[ \frac{q^*_x(c)}{q^*_y(c) q^*_z(c)} \right]$$

$$= \left[ \frac{h^*(c)}{k^*(c) p^*(c)} \right]$$

$$= \left[ \frac{h^*(c)}{k^*(c) p^*(c)} \right]$$

$$= \left[ \frac{h^*(c)}{k^*(c) p^*(c)} \right]$$

$$= \left[ \frac{h^*(c)}{k^*(c) p^*(c)} \right]$$

Since $x$, $y$ and $z$ are independent and $x_i, y_j$ and $z_n$ are i.i.d., the probability of depletion does not cross the threshold $A$ in $(0, t)$.

$$L(t) = p[T < t] = 1 - s(t)$$

$$= 1 - \left[ \frac{1}{1 - h^*(c)} \left\{ \sum_{n=1}^{\infty} F_n(t) h^*(c)^{n-1} \right\} \right.$$
Taking Laplace Transform on both side

\[ L\{f(t)\} = F(s) \]

\[ = \left( 1 - h^*(c) \right) \sum_{m=1}^{\infty} \int_{0}^{t} e^{\mu t} e^{\mu t} p^*(c) dt \]

\[ + \frac{\mu}{\lambda} \int_{0}^{t} e^{\mu t} e^{\mu t} p^*(c) dt \]

\[ + \mu L\{f(t)\} e^{-\mu(t-k^*(c))} \]

\[ = \left( 1 - h^*(c) \right) \sum_{m=1}^{\infty} \int_{0}^{t} e^{\mu t} e^{\mu t} p^*(c) dt \]

\[ + \frac{\mu}{\lambda} \int_{0}^{t} e^{\mu t} e^{\mu t} p^*(c) dt \]

\[ + \mu L\{f(t)\} e^{-\mu(t-k^*(c))} \]
\[
\begin{align*}
+ \left(1 - h^*(c)\right)h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)\right) - \sum_{m=1}^\infty L\left(f_m(t) e^{-\lambda t(l-k^*(c))}\right) \right) \\
- \sum_{m=1}^\infty L\left(f_m(t) e^{-\lambda t(l-p^*(c))}\right) + \sum_{m=1}^\infty L\left(f_m(t) e^{-\lambda t(l-k^*(c)) - \mu t(l-p^*(c))}\right) \\
+ \left(1 - h^*(c)\right)\left(1 - k^*(c)\right) h^*(c)^{m-1} \\
\mu \left( \sum_{m=1}^\infty L\left(f_m(t) e^{-\lambda t(l-p^*(c))}\right) - \sum_{m=1}^\infty L\left(f_m(t) e^{-\lambda t(l-k^*(c)) - \mu t(l-p^*(c))}\right) \right) \\
\end{align*}
\]

(7)

\[
L[L(t)] = \lambda^* = \left(1 - h^*(c)\right) h^*(c)^{m-1} \sum_{m=1}^\infty f_m(s) \left( \lambda (1 - k^*(c)) \left(1 + \lambda (1 - k^*) \right) \right) \\
+ \left(1 - h^*(c)\right) \left(1 - k^*(c)\right) h^*(c)^{m-1} \sum_{m=1}^\infty L\left(f_m(t)\right) \\
+ \left(1 - h^*(c)\right)h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-k^*(c))}\right) \right) \\
- \left(1 - h^*(c)\right)\left(1 - k^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-k^*(c))}\right) \right) \\
\left(1 - h^*(c)\right)\left(1 - k^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-k^*(c))}\right) \right) \\
+ \left(1 - h^*(c)\right)\left(1 - p^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-p^*(c))}\right) \right) \\
- \left(1 - h^*(c)\right)\left(1 - p^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-p^*(c))}\right) \right) \\
\lambda \sum_{m=1}^\infty \int f_m(t) e^{-\lambda t(l-k^*(c)) + \mu t(l-p^*(c))} dt \\
\mu \sum_{m=1}^\infty \int f_m(t) e^{-\lambda t(l-p^*(c)) + \mu t(l-p^*(c))} dt \\
+ \left(1 - h^*(c)\right)\left(1 - k^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-k^*(c))}\right) \right) \\
- \left(1 - h^*(c)\right)\left(1 - k^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-k^*(c))}\right) \right) \\
\left(1 - h^*(c)\right)\left(1 - k^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-k^*(c))}\right) \right) \\
+ \left(1 - h^*(c)\right)\left(1 - p^*(c)\right) h^*(c)^{m-1} \left( \sum_{m=1}^\infty L\left(f_m(t)e^{-\lambda t(l-p^*(c))}\right) \right)
\end{align*}
\]

(4)
\[
\frac{d}{ds}\left[f^*_m(s)\right]_{s=0} = -\frac{\lambda(1-k^*(c))}{\left[\lambda(1-k^*(c)) + \mu(1-p^*(c))\right]^2} - \frac{\mu(1-p^*(c))}{\left[\lambda(1-k^*(c)) + \mu(1-p^*(c))\right]^2} \\
+ \left(1-h^*(c)\right)h^*(c)^{m-1} \sum_{m=1}^{\infty} \frac{d}{ds} f^*_m\left(\frac{\lambda(1-k^*(c))}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}\right) \\
- \left(1-h^*(c)\right)h^*(c)^{m-1} \sum_{m=1}^{\infty} \frac{\lambda}{\lambda(1-k^*(c)) + \mu(1-p^*(c))} \left[\lambda(1-k^*(c)) + \mu(1-p^*(c))\right]^2 \\
+ \left(1-h^*(c)\right)h^*(c)^{m-1} \sum_{m=1}^{\infty} \frac{\mu}{\lambda(1-k^*(c)) + \mu(1-p^*(c))} \left[\lambda(1-k^*(c)) + \mu(1-p^*(c))\right]^2 \\
+ \left(1-h^*(c)\right)h^*(c)^{m-1} \sum_{m=1}^{\infty} f^*_m\left(\frac{\lambda(1-k^*(c))}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}\right)
\]

The expression for the c.d.f of the partial sum \(S_{m}=u_1+u_2+...+u_m\), when the random variables \(u_i\), i=1, 2, 3, m are exchangeable, exponentially distributed and are with construct with correlation that derived the c.d.f of \(f^*_m(s)\).

\[
f^*_m(s) = \frac{1}{(1-bs)^m} + \frac{mRbs}{(1-R)(1-bs)}
\]

Where \(b=\alpha(1-R)\), \(a\) being the parameter of the exponential distribution. Noting that the interarrival times between decision making epochs are constantly correlated exponential variables with parameter \(a\).

\[
f^*_m(s) = \frac{(1-R)(1-bs)}{(1-bs)^m[(1-R)(1-bs) + MRbs]} \\
f^*_m(\lambda(1-k^*(c)) + \mu(1-p^*(c))) = \\
\left\{\begin{array}{l}
\frac{(1-R)(1+b(\lambda(1-k^*(c)) + \mu(1-p^*(c))))}{[(1-R)(1+b(\lambda(1-k^*(c)) + \mu(1-p^*(c))))]^m} \\
\frac{(1-R)(1+b(\lambda(1-k^*(c)) + \mu(1-p^*(c))))}{[(1-R)(1+b(\lambda(1-k^*(c)) + \mu(1-p^*(c))))]^m} \\
+ MRb(\lambda(1-k^*(c)) + \mu(1-p^*(c)))
\end{array}\right\}
\]

\[
E(T) = \frac{1}{\lambda(1-k^*(c)) + \mu(1-p^*(c))} \\
\left(1-h^*(c)\right)h^*(c)^{m-1} \sum_{m=1}^{\infty} \left\{\begin{array}{l}
\frac{\lambda}{\lambda(1-k^*(c)) + \mu(1-p^*(c))} \\
\frac{\mu}{\lambda(1-k^*(c)) + \mu(1-p^*(c))} \\
+ \frac{\lambda\mu}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}
\end{array}\right\}
\]

\[
h^*(c) = \frac{\alpha}{\alpha + c}, \ k^*(c) = \frac{\beta}{\beta + c}, \ p^*(c) = \frac{\eta}{\eta + c}, \ 1-h^*(c) = \frac{c}{c + \alpha}, \ 1-k^*(c) = \frac{c}{c + \beta}, \ 1-p^*(c) = \frac{c}{c + \eta}
\]

\[
E(T) = \frac{1}{\lambda c + \mu c} \left[\begin{array}{l}
\frac{c}{c + \alpha} \left(\frac{\alpha}{\alpha + c}\right)^2 (1-R) \\
\left\{\begin{array}{l}
\frac{(c+\eta)\lambda c + \mu c}{(c+\beta)(c+\eta)} \\
(1-R)(1-R)(1-R)
\end{array}\right\}^{1-m} \\
mRb\left(\frac{\lambda c + \mu c}{c + \beta} + \frac{\lambda c}{c + \eta}\right)
\end{array}\right]
\]

In the case of three sources of manpower deletion assume that \(m=3\), the resulting expression becomes,

\[
E(T) = \frac{1}{\lambda c + \mu c} \left[\begin{array}{l}
\frac{c}{c + \alpha} \left(\frac{\alpha}{\alpha + c}\right)^2 (1-R) \\
\frac{\lambda c}{c + \beta} + \frac{\mu c}{c + \eta} \\
\left\{\begin{array}{l}
\frac{(c+\eta)\lambda c + \mu c}{(c+\beta)(c+\eta)} \\
[(1-R)(1-R)](1-R)(1-R)
\end{array}\right\}^{1-m} \\
mRb\left(\frac{\lambda c}{c + \beta} + \frac{\mu c}{c + \eta}\right)
\end{array}\right]
\]
The expected time to recruitment and its variance are

\[
E(T^2) = \frac{d^2}{ds^2}(I'(s))_{s=0} = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[(12)\]

\[V(T) = E(T^2) - [E(T)]^2\]

\[
E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[= \frac{(1-R)\left(\frac{c}{c+\alpha} + \frac{\mu c}{c+\eta}\right)^2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[+ 3Rb \left(\frac{c}{c+\alpha} + \frac{\mu c}{c+\eta}\right)^2 \sum_{n=1}^\infty \left(\frac{\lambda}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}\right)^2
\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[V(T) = E(T^2) - [E(T)]^2\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[= \frac{(1-R)\left(\frac{c}{c+\alpha} + \frac{\mu c}{c+\eta}\right)^2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[+ 3Rb \left(\frac{c}{c+\alpha} + \frac{\mu c}{c+\eta}\right)^2 \sum_{n=1}^\infty \left(\frac{\lambda}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}\right)^2
\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[V(T) = E(T^2) - [E(T)]^2\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[E(T^2) = \frac{2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[= \frac{(1-R)\left(\frac{c}{c+\alpha} + \frac{\mu c}{c+\eta}\right)^2}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}^2
\]

\[+ 3Rb \left(\frac{c}{c+\alpha} + \frac{\mu c}{c+\eta}\right)^2 \sum_{n=1}^\infty \left(\frac{\lambda}{\lambda(1-k^*(c)) + \mu(1-p^*(c))}\right)^2
\]

V. Numerical Examples

The parameters such as \(R, \alpha, \mu, \eta, \beta\) and \(\lambda\) are taken in different inputted data values and keeping \(c=0.2\) and \(b=0.5\) are fixed. The expected time to recruitment and its variance are shown in table 1 to table 6 and figure 1 to figure 6 respectively.

| Table. 1: Variations in E(T) and V(T) for the Variations in R keeping \(\alpha=1.0, \lambda=1.5, \mu=2.0, \eta=3.6\) and \(\beta=4.0\) are fixed |
|---|---|---|
| R | E(T) | V(T) |
| 0.2 | 5.1806 | 37.0942 |
| 0.4 | 5.2224 | 52.1782 |
| 0.6 | 5.2874 | 75.6130 |
| 0.8 | 5.4021 | 116.9880 |
| 1.0 | 5.6595 | 209.6770 |
From table 1 it is observed that, if the value of R, which is the parameter of the correlation between the inter-decision time increases and other inputted data values $\alpha=1.0$, $\lambda=1.5$, $\mu=2.0$, $\eta=3.6$ and $\beta=4.0$ are fixed, the expected time to recruitment and its variance increases, as shown in table 1 and figure 1 respectively.

Table 2: Variations in E(T) and V(T) for the variations in $\alpha$ and $\mu=2.0$, $\lambda=1.5$, R=0.6, $\eta=3.6$ and $\beta=4.0$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>E(T)</th>
<th>V(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.2874</td>
<td>75.613</td>
</tr>
<tr>
<td>1.5</td>
<td>5.3650</td>
<td>75.6647</td>
</tr>
<tr>
<td>2.0</td>
<td>5.4179</td>
<td>75.6931</td>
</tr>
<tr>
<td>2.5</td>
<td>5.4553</td>
<td>75.7098</td>
</tr>
<tr>
<td>3.0</td>
<td>5.4829</td>
<td>75.7203</td>
</tr>
</tbody>
</table>

From table 2 it is observed that, if the value of $\alpha$, which is the parameter of the random variable representing the amount of depletion at every epoch of policy decision increases and other inputted data values $\mu=2.0$, $\lambda=1.5$, R=0.6, $\eta=3.6$ and $\beta=4.0$ are fixed, the expected time to recruitment and its variance increases, as shown in table 2 and figure 2 respectively.

Table 3: Variations in E(T) and V(T) for the Variations in $\mu$ and $\alpha=1.0$, $\lambda=1.5$, R=0.6, $\eta=3.6$ and $\beta=4.0$

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>E(T)</th>
<th>V(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>6.8791</td>
<td>145.9590</td>
</tr>
<tr>
<td>1.4</td>
<td>6.3956</td>
<td>121.9820</td>
</tr>
<tr>
<td>1.6</td>
<td>5.9768</td>
<td>103.0620</td>
</tr>
<tr>
<td>1.8</td>
<td>5.6105</td>
<td>87.9082</td>
</tr>
<tr>
<td>2.0</td>
<td>5.2874</td>
<td>75.6130</td>
</tr>
</tbody>
</table>

In table 3, if the value of $\mu$, which is the parameter of the random variable representing the amount of depletion at every epoch of transfer of personnel increases and other inputted data values $\alpha=1.0$, $\lambda=1.5$, R=0.6, $\eta=3.6$ and $\beta=4.0$ are fixed, the results shows that the expected time to recruitment and its variance decreases, which is also depicted in table 3 and figure 3 respectively.

Table 4: Variations in E(T) and V(T) for the Variations in $\eta$ and $\mu=2.0$, $\alpha=1.0$, R=0.6, $\lambda=1.5$ and $\beta=4.0$

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>E(T)</th>
<th>V(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.9217</td>
<td>0.2324</td>
</tr>
<tr>
<td>0.4</td>
<td>1.3272</td>
<td>1.1929</td>
</tr>
<tr>
<td>0.6</td>
<td>1.7023</td>
<td>2.8900</td>
</tr>
<tr>
<td>0.8</td>
<td>2.0512</td>
<td>5.2923</td>
</tr>
<tr>
<td>1.0</td>
<td>2.3769</td>
<td>3302</td>
</tr>
</tbody>
</table>

In table 4, if the value of $\eta$, which is the parameter of the random variable representing the amount of depletion at every epoch of policy decision increases and other inputted data values $\mu=2.0$, $\alpha=1.0$, R=0.6, $\lambda=1.5$ and $\beta=4.0$ are fixed, the expected time to recruitment and its variance increases, as shown in table 4 and figure 4 respectively.

Fig. 1: Variations in E(T) and V(T) for the variations in R

Fig. 2: Variations in E(T) and V(T) for the Variations in $\alpha$

Fig. 3: Variations in E(T) and V(T) for the Variations in $\mu$

Fig. 4: Variations in E(T) and V(T) for the Variations in $\eta$
In table 4, if the value of η, which is the parameter of the interarrival times between nth transfer of personnel increases and other inputted data values \(\mu=2.0, \alpha=1.0, \ R=0.6, \ \lambda=1.5\) and \(\beta=4.0\) are fixed, the results shows that the expected time to recruitment and its variance increases, which is also depicted in table 4 and figure 4 respectively.

Table 5: Variations in \(E(T)\) and \(V(T)\) for the Variations in \(\lambda\) and \(\mu=2.0, \alpha=1.0, \ R=0.6, \ \eta=3.6\) and \(\beta=4.0\)

<table>
<thead>
<tr>
<th>(\lambda)</th>
<th>(E(T))</th>
<th>(V(T))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>7.1635</td>
<td>161.1360</td>
</tr>
<tr>
<td>1.0</td>
<td>6.0810</td>
<td>107.6080</td>
</tr>
<tr>
<td>1.5</td>
<td>4.6801</td>
<td>55.2015</td>
</tr>
<tr>
<td>2.0</td>
<td>5.2874</td>
<td>75.6130</td>
</tr>
<tr>
<td>2.5</td>
<td>4.2000</td>
<td>41.5196</td>
</tr>
</tbody>
</table>

In table 5, if the values of \(\lambda\), which is the parameter of the successive epochs of first transfer increases and other values \(\mu=2.0, \alpha=1.0, \ R=0.6, \ \eta=3.6\) and \(\beta=4.0\) are fixed, the results shows that the expected time to recruitment and its variance increases, which is also depicted in table 5 and figure 5 respectively.

Table 6: Variations in \(E(T)\) and \(V(T)\) for the Variations in \(\beta\) and \(\mu=2.0, \alpha=1.0, \ R=0.6, \ \lambda=1.5\) and \(\eta=3.0\)

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>(E(T))</th>
<th>(V(T))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2.6959</td>
<td>12.1014</td>
</tr>
<tr>
<td>2.0</td>
<td>3.9095</td>
<td>34.2715</td>
</tr>
<tr>
<td>3.0</td>
<td>4.7138</td>
<td>56.2446</td>
</tr>
<tr>
<td>4.0</td>
<td>5.2874</td>
<td>75.6130</td>
</tr>
<tr>
<td>5.0</td>
<td>5.7173</td>
<td>92.1903</td>
</tr>
</tbody>
</table>

Fig. 4: Variations in \(E(T)\) and \(V(T)\) for the Variations in \(\eta\)

Fig. 5: Variations in \(E(T)\) and \(V(T)\) for the Variations in \(\lambda\)

VI. CONCLUSION

The models discussed in this paper, indicate how the real life situations which may arise in the management of manpower planning. The conceptualizations of mathematical and stochastic model help the process of finding the optimal solutions and also the implementation of the same. However it is very important to identify the appropriate probability distribution that would portray the realities. The identification appropriate distribution is an important step. Hence the survey method can help the identification of such distribution. The tests for goodness of fit of such distribution are real life data is an important procedure. Once this is taken care of then the models can be used in solving real life problems. Also many of inventory models of practical use can be suitably incorporated as model for future research.
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