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Abstract---   Stuttering also known as stammering is a 

speech disorder that involves disruptions or dysfluencies in 

speech. The observable signs of dysfluencies include 

repetitions of syllable or word, prolongations, interjections, 

silent pauses, broken words, incomplete phrases and 

revisions. The repetitions, prolongations and interjections are 

important parameter in assessing the stuttered speech. The 

objective of the paper is to classify the above mentioned three 

types of dysfluencies using Mel-Frequency Cepstral 

Coefficients (MFCC) and Vector Quantization (VQ) 

framework. For each dysfluency MFCC features are extracted 

and quantized to a number of centroids using the K-means 

algorithm. These centroids represent the codebook of 

dysfluencies. The dysfluencies are classified according to the 

minimum quantization distance between the centroids of each 

dysfluency and the MFCC features of testing sample. 

Keywords--- Stuttering; Vector Quantization; Codebook; 

Dysfluencies; MFCC 

I. INTRODUCTION 

luency is a speech pattern, which flows in a rhythmic and 

smooth manner. The stuttering also known as dysphemia 

and stammering is a disorder that affects the fluency of 

speech. Stuttering is one of the serious problems focused in 

speech pathology. It occurs in about 1% of the population and 

has found to affect four times as many males as females 

[1][2][3][4]. This disorder is characterized by disruptions in 

the production of speech sounds, called dysfluencies. Table I 

shows types of dysfluencies with examples [5]. 

Stuttering is the subject of interest to researchers from 

various domains like speech physiology, pathology, 

psychology, acoustics and signal analysis [6]. Therefore, this 

area is basically a multidisciplinary research field of science. 

There is moderate amount of work noticed on automatic 

stuttering recognition and classification by methods of 

acoustic analysis, feature extraction and statistical methods. 

In conventional stuttering assessment process, the recorded 

speech is transcribed and dysfluencies like repetitions, 

prolongations and injections are identified. Then the frequency 

of occurrence of each dyfluency is counted. These assessment 
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processes are based on the knowledge and previous experience 

of speech pathologist. The main drawbacks of making such 

assessment are time consuming, subjective, inconsistent and 

also poor agreement when different judges make counts on 

same material [7]. 

The objective of our work is to develop a method capable 

of finding the dysfluency in stuttered speech. This is one of 

the key parameter in objective assessment of stuttering. This 

helps Speech Language Pathologists (SLP) to assess stuttering 

patients, planning appropriate intervention program and 

monitoring the prognosis during the course of treatment. Also 

it improves interjudge agreements about stuttered events. 

Table 1: Types of Dysfluency with Example   

Type of dysfluencies  Example 

Repetition  

Whole word   “What-what-what are you doing “  

Part word   What t-t-t time is it? 

Phrase  I want to-I want to I want to do it 

Prolongation  

Sound/ syllable   "I am Booooobbbby James 

Interjection (Filled pauses) 

Sound/syllable  “Um – uh -well, I had problem in 

morning”,  

Silent pauses 

Silent duration within 

speech considered normal 

“I was going to the [pause] store 

Broken words  

A silent pause with in 

words  

“ it was won[pause]derful” 

Incomplete phrase  

Grammatically in 

complete utterance  

I don’t know how to ….let us go, 

guys” 

Revisions  

Changed words, ideas There was a dog, no rat named 

Arthur” 

II. RELATED WORK 

The dysfluent speech processing is one of the areas, where 

research is still very much in progress. Over recent years 

number of works have focused on the automatic detection and 

classification of dysfluencies in stuttered speech by means of 

acoustic analysis, parametric and non-parametric feature 

extraction and statistical methods. Which facilitate SLPs for 

objective assessment of stuttering. In [6], author used 

Artificial Neural Network (ANN) and rough set to detect 

stuttering events yielding accuracy of 73.25% for ANN and 

about 91% for rough set. The authors of [8][9] proposed 

Hidden Markov Model (HMM) based classification for 

automatic dysfluency detection using MFCC features and 

achieved 80% accuracy. In [7], automatic detection of syllable 
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repetition was presented for objective assessment of stuttering 

dysfluencies based on MFCC and perceptron features. An 

accuracy of 83% was achieved. Subsequently in [10], same 

author obtained 94.35% accuracy using MFCC features and 

SVM classifier. Authors of [11] achieved 90% accuracy with 

Linear Discriminant Analysis (LDA), k- Nearest Neighbor (k- 

NN) and MFCC features. In [12] the same author used similar 

classifiers, LDA and k-NN for the recognition of repetitions 

and prolongations with Linear Predictive Cepstral Coefficient 

(LPCC) as feature extraction method and obtained the best 

accuracy of 89.77%. In our previous work [13], we have 

developed a procedure for classification of dysfluency using 

MFCC feature and k-NN classifier for the recognition of three 

types of dysfluencies and obtained accuracy of 97.78% for 

k=5.  

 

 

 

 

 

 

Figure 1: Schematic diagram of classification method 

It is evident from literature survey that stuttering is 

characterized by different dysfluencies. Previous works are 

based on detecting repetition dysfluency and in few work, 

prolongation is also considered. However, the stuttered speech 

contains high occurrences of repetition, prolongation and 

interjection (filled pause) dysfluencies. Hence, in this paper 

we are proposing a method to classify repetition, prolongation 

and interjection dysfluencies. 

III. STUTTERED SPEECH DATA  

The speech samples are obtained from University College 

London Archive of Stuttered Speech (UCLASS) [14] [15]. 

The database consists of recording for monologs, readings and 

conversations. There are 40 different speakers contributing 

107 recording in the database. In this work, speech samples 

are taken from 20 different speakers with age ranging from 10 

years 4 months and 20 years 1 month. The samples were 

chosen to cover a wide range of age and stuttering rate. The 

dysfluencies such as repetition, prolongation and filled pause 

are extracted from these 20 different speakers.  

IV. EXPERIMENTATION  

The complete process of classification system is depicted 

in Figure 1. The entire process is divided into training and 

testing phase. The major phases of classification system are 

preemphasis, segmentation, feature extraction, VQ codebook 

generation, VQ distortion calculation and classification. 

A. Pre-emphasis 

To enhance accuracy and efficiency of the extraction 

processes, speech signals are normally pre-processed before 

feature extraction. In general, the digitized speech waveform 

has a high dynamic range and suffers from additive noise. In 

order to reduce this range, pre-emphasis is applied. Generally 

pre-emphasis is performed by filtering the speech signal with 

the first order FIR filter, which has the following form:  

1( ) 1       (0.9 1.0)H z k z k
           

 (1) 

 

In this case, the output of the preemphasis network, 
( )s n

, 

is related to the input to the network, s(n), by the difference 

equation  

( ) ( ) ( 1)  s n s n k s n                             (2) 

where k is the pre-emphasis factor, and the most common 

value is 0.97 [16]. Consequently the output is formed as 

follow: The aim of this stage is to boost the amount of energy 

in the high frequencies. 

B. Segmentation 

In this paper, dysfluencies such as repetitions, 

prolongations and interjections were identified by hearing the 

recorded speech samples and segmented manually. The 

segmented samples are subjected to feature extraction. 

C. Feature Extraction  

Feature extraction is to convert an observed speech signal 

to some type of parametric representation for further 

investigation and processing. Several feature extraction 

algorithms are used for this task such as Linear Predictive 

Coefficients (LPC), Linear Predictive Cepstral Coefficients 

(LPCC) and Mel Frequency Cepstral Coefficients (MFCC) 

and Perceptual Linear Prediction (PLP) cepstra. 

The MFCC feature extraction method is used in this paper. 

It is one of the best known and most commonly used features 

for speech recognition. The feature extraction package 

produces a multi dimensional feature vector for every frame of 

speech. In this study we have considered 12MFCCs. The 

human voice is very well adapted to the ear sensitivity and 

most of the energy comprised in the lower frequency energy 

spectrum below 4 kHz. Usually 12 coefficients are retained 

due to slow variation of spectrum of the uttered words [17].   

The block diagram for computing MFCC is given in 

Figure 2. The Mel scale is approximately linear frequency 

spacing below 1000Hz, and a logarithmic spacing above 

1000Hz. Therefore approximate formula to compute the Mel’s 

for a given frequency f in Hz is given by: 
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10( ) 2595*log 1
700

f
mel f                (3) 

Where f denotes the real frequency and mel(f) denotes the 

perceived frequency. 

 

 

 

 

 

Figure 2: Schematic diagram of MFCC computation 

MFCC takes human perception sensitivity with respect to 

frequencies into consideration, and therefore is best known 

and most commonly used feature in speech recognition. The 

step-by-step computations of MFCC are discussed briefly in 

this section. 

i. Step1 : Framing 

In framing, the pre-emphasized signal is split into several 

frames and each frame is analyzed in 10-30ms short time 

duration [18]. In this work, the frame length is set to 25ms 

with 10ms overlap between two adjacent frames to ensure 

stationary between frames.  

ii. Step2 : Windowing 

The effect of the spectral artifacts from framing process is 

reduced by windowing [18]. Windowing is a point-wise 

multiplication between the framed signal and the window 

function. In frequency domain, this combination becomes the 

convolution between the short-term spectrum and the transfer 

function of the window. A good window function has a 

narrow main lobe and low side lobe levels in their transfer 

function [18]. The Hamming window is applied to minimize 

the spectral distortion and the signal discontinuities. Hamming 

window function is shown in equation 4. 

2
( ) 0.54 0.46cos ,0 1

1

n
w n n N

N
            (4) 

If the window is defined as w(n), - . Then the 

result of windowing signal is  

( ) ( ) ( )Y n X n W n     (5) 

Where: N = number of samples in each frame 

Y(n) = Output signal 

X (n) = input signal 

W (n) = Hamming window 

iii. Step 3 : Fast Fourier Transform (FFT) 

The purpose of FFT is to convert the signal from time 

domain to frequency domain. The basis of performing Fourier 

transform is to convert the convolution of the glottal pulse and 

the vocal tract impulse response in the time domain into 

multiplication in the frequency domain [19]. The equation is 

given by: 

( ) ( ) ( ) ( ) ( )Y w FFT h t X t H w X w                     (6) 

 

If X (w), H (w) and Y (w) are the Fourier Transform of X 
(t), H (t) and Y (t) respectively. 

iv. Step 4 : Mel frequency wrapping 

The Mel-frequency warping is normally realized by filter 

banks. Filter banks can be implemented in both time domain 

and frequency domain. For the purpose of MFCC processing, 

filter banks are implemented in frequency domain. Mel filter 

banks are applied on the FFT spectrums. The filter banks have 

triangular band pass frequency response. The spacing as well 

as the bandwidth is determined by a constant Mel-frequency 

interval as shown in Figure 3. 

Figure 3: MEL Scale filter bank 

The Mel-Frequency analysis of speech is based on human 

perception. Human ear acts as a filter and concentrates on 

certain frequency range. In speech, the signal information 

passed by low frequency component is more important than 

high frequency component. In order to highlight the low 

frequency components, Mel scaling is performed. Non-

uniform spacing of Mel filter banks on the frequency axis is 

done through more filters in the low frequency and less filters 

in the high frequency regions [20]. The elements of each filter 

are estimated by summing up the convolution result of the 

power spectrum with a given filter amplitude, according to the 

formula: 

,

0

J

k j k j

j

S P A                          (7) 

 where: Sk is power spectrum coefficient, J is subsequent 

frequency ranges from FFT analysis, Pj is average power of an 

input signal for j frequency and Ak,j is k-filter coefficient 

v. Step 5 : Discrete Cosine Transform (DCT) 

In this step, log Mel spectrum is converted back to time 

domain using DCT as shown in Figure 4. The result of 

conversion is called Mel Frequency Cepstrum Coefficients 

(MFCCs). The speech signal represented as a convolution 

between slowly varying vocal tract impulse response (filter) 

and quickly varying glottal pulse (source). Similarly speech 

spectrum consists of the spectral envelope (low frequency) 

and the spectral details (high frequency).  

 

   

    

Figure 4: MEL Cepstrum Coefficients 
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The logarithm has the effect of changing multiplication 

into addition. The same is applied to separate the spectral 

envelope and spectral details from the magnitude spectrum. 

Then, we take the DCT of the logarithm of the magnitude 

spectrum [21]. With Sk values for each filter given, cepstrum 

parameter in Mel scale can be estimated by following equation 

[9]. 

1
(log ) cos , 1, 2, 3, ...

21

K
MFCC S n k n Nkn Kk

         (8) 

where: N is required number of MFCC parameters, Sk is 

power spectrum coefficient, K is number of filters. 

D. Vector Quantization 

Vector Quantization (VQ) is a lossy data compression 

method based on the principle of block coding [22]. It is used 

to preserve the prominent characteristic of data. VQ is one of 

the ideal methods to map huge amount of vectors from a space 

to a predefined number of clusters, each of which is defined 

by its central vector or centroid [23].  

i. Codebook Generation 

The first step is to build a dysfluency database. The 

separate codebook is generated for repetition, prolongation 

and interjection datasets. Each consisting of N codebooks one 

for each dysfluency type, as given in equation (9) and (10). 

1 2, ,r r rNREPdatabase C C C                       (9) 

                   (10) 

1 2, ,p p pNPROdatabase C C C

1 2, ,i i iNINTERdatabase C C C                   (11) 

Where: Cr1 - CrN,  Cp1 - CpN and Ci1 - CiN are codebooks 

for repetitions, prolongations and interjections respectively. 

This is done by first converting the raw input signal into a 

sequence of feature vectors X={X1 X2… XT}. These feature 

vectors are clustered into a set of M codewords X= {C1, C2, 

... CM}. The set of codewords is called a codebook. To realize 

this, K-means clustering algorithm is used. 

The K-means algorithm is a straightforward iterative 

clustering algorithm that partitions a given dataset into a user-

specified number of clusters K [24].  Training code vector 

generation begins with arbitrary initial estimate, continues 

with iterative nearest neighbor and centriod techniques until a 

termination criterion is satisfied. The K-means algorithm 

partitions the T feature vectors into M centroids. The 

algorithm first randomly chooses M cluster centroids among 

the X feature vectors [25]. Then each feature vector is 

assigned to the nearest centroid and new centroids are 

calculated for new clusters. This procedure is continued until 

the mean square error between the feature vectors and the 

cluster-centroids is below a certain threshold or no change in 

the cluster center assignment. The squared error function 

given in equation (12), indicates the distance of the n data 

points from their respective cluster centers. 

( ) 2

1 1

k n
j

i j

j i

J x c‖ ‖                             (12) 

Where: k is number of clusters, is a distance measure between 

a data point      and the cluster center cj. In brief, the K-means 

algorithm is composed of the following steps: 

1. Clusters the data into k groups where k is predefined.  

2. Selects k points at random as cluster centers.  

3. Assigns objects to their closest cluster center 

according to the Euclidean distance function.  

4. Calculates the centroid or mean of all objects in each 

cluster.  

5. Repeats steps 2, 3 and 4 until the same points are 

assigned to each cluster in consecutive rounds. 

Figure 5 shows the flowchart to generate the codebook 

using the K-means algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Flow diagram of the K-means algorithm 

V. RESULT AND DISCUSSIONS  

The speech samples are selected from UCLASS database. 

From the selected speech samples, we have created 150 

speech segments of repetition, prolongation and interjection. 

Using these set of segments, we created training and testing 

group. The 80% of the segment is used for training and 20% 

for testing as shown in Table 2. The experiment is conducted 

three times using different codebook size such as K=16, 64 

and 256.  Each time different training and testing sets were 

built randomly. The classification results with different 

codebook size are presented in Figure 6.  

In this work, to get better classification results, VQ 

codebook is constructed for each dysfluency by clustering the 

training features. Euclidean distance is employed to measure 

the proximity between two feature vectors. The results 

demonstrate substantial influence of VQ on the recognition 

rate.  

Table 2: The Speech Data 

 Speech segments Training Testing 

Repetition  50 40 10 

Prolongation 50 40 10 

Interjections 50 40 10 

Total 150 120 30 ( ) 2j

i jx c‖ ‖

( )j

ix

Start 

Number of 

cluster K 

Centroids 

Distance objects to 
centroids 

Grouping based on 

minimum distance 

No object 
move group 

End 
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In the recognition phase an unknown dysfluency sample, 

represented by a sequence of feature vectors{x1,x2, …xT} , is 

compared with the codebooks in the database. 

 

Figure 6: Classification Result 

For each codebook a distortion measure is computed using 

Euclidean distance function. One among repetition, 

prolongation and interjection is chosen as dysfluency based on 

lowest distortion. The Euclidean distance is defined by: 

2

1

( , ) ( )
k

e i j ij

j

d x y x y                          (13) 

Where xj is the jth component of the input vector and yij is the 

jth component of the codeword yi. 

VI. CONCLUSION  

In this paper a new approach for classification of three 

types of stuttering dysfluency such as repetition, prolongation 

and interjection is presented. The feature extraction was 

performed using MFCC algorithm. The VQ codebook is 

generated by clustering the training feature vectors of each 

dysfluency and then stored in the dysfluency database. In this 

method, the K-means algorithm is used for clustering purpose. 

A distortion measure based on minimizing the Euclidean 

distance was used to match the unknown dysfluency with the 

dysfluency database. The qualitative analysis of the visual 

results indicates that as number of centroids increase, 

identification rate of the system increases. Finally, the 

proposed VQ and MFCC framework yielded best accuracy of 

86.67%, 96.67 and 100% for repetition, prolongation and 

interjection respectively.  
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